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AI Doesn’t Prioritise Truth:

AI systems are designed to optimise 
engagement, not accuracy, making them 
prone to spreading misinformation and 
emotional manipulation rather than 
truthful content.

● Fact-checking systems 

● Algorithms prioritise credible sources 

● Transparency requirements that can 

be regulated

● Public education on digital literacy 







Inquiry 

“How can I  teach students to 
critically and ethically use AI as 
a research tool, while 
deepening their understanding 
of human rights, developing 
information literacy, and the 
importance of traditional 
research methods?”



When Algorithms Amplify Hate: The Rohingya Genocide

Engagement-Driven Algorithms
● Prioritised shocking, emotional content
● Promoted hate speech against the Rohingya

Amplification of Misinformation
● AI boosted posts that encouraged outrage
● Created echo chambers of hate and fear

Real-World Impact
● Online hate led to offline violence
● AI played a role in a human rights crisis

https://tinyurl.com/NZAI2025

https://tinyurl.com/NZAI2025


Task One: Context 

Students watched a documentary on 
the Rohingya genocide and identified 
key points without AI. 

They used AI to generate a summary, 
highlighted keywords, and defined 
unfamiliar terms using AI.

This step introduced AI not only as a 
summarising tool but also as a 
support for literacy and 
comprehension.



Task Two: Focus Questions 

Students used AI to answer three 

focus questions related to the 

Rohingya crisis. 

They were taught how to prompt / 

code AI for simplified or more complex 

responses to meet varied learning 

needs.



What AI gets wrong and why we can’t trust it 

1. Hallucinations (Making Stuff Up)

2. Lack of Common Sense

3. Misunderstanding Context

4. Bias and Stereotypes

5. Struggles with Recent or Niche Information

6. Overconfidence in Uncertainty

7. Poor Understanding of Human Emotion

8. Struggles with Complex Reasoning & Creativity

Link to Presentation 

https://docs.google.com/presentation/d/1yAHtfE3hRhHLHj3i6f6THhwLslZYRbjkunfBZjgiris/edit?slide=id.g33e99762bce_0_40#slide=id.g33e99762bce_0_40


Task Three: Comparing AI

Students read a traditional credible 

source written by a qualified author. 

They identified and highlighted 

information relating to the same 

questions.

They compared this information with 

AI responses, analysing differences in 

accuracy, depth, and reliability.



Task Four: Evaluating Sources 

Students applied the STRAP/CRAAP 

test to evaluate an article on Meta’s 

algorithm promoting hate speech. 

Students started thinking and talking 

about how we are unable to identify 

the currency, authority or accuracy of 

AI generated content. 

https://forms.gle/wyMo7urp9UgkHPGb8


Task Five: Extended Abstract  

Students learned about goal 

misalignment, specification gaming, 

and instrumental convergence. 

Students watched the Paperclip 

Maximiser and read the story of the 

King Midas problem  to explore AI 

ethics metaphorically. 

AI-generated images were used to 

discuss leaky proxies and the limits of 

AI’s perception of identity.



http://www.youtube.com/watch?v=fP_e216udQw
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Leaky Proxy  

● This AI image is a proxy for me.

● Leaky - not my full identity.

● Based on approximations and 

data pattern-matching, not true 

understanding.

● Students were able to make the 

connection that AI generated 

writing is a leaky proxy. 

● Risk of treating AI outputs as 

truth.



How can students use AI for learning? 

✅ Summarise videos

✅ Bullet point key points

✅ Simplify complex ideas or texts

✅ Define and explain new concepts

✅ Organise ideas into categories or mind maps

✅ Answer questions and check understanding

✅ Create images to demonstrate concepts 

✅ Create revision quizzes or flashcards

✅ Compare and contrast different viewpoints on a topic

✅ Translate or reword information into their own words

✅ Support differentiated learning (simplify or expand)



Research 

● No AI

● Four Quality sources 

● Student Choice 

● Highlighted/ Annotated 

● Focus Questions 

● Reference sources using APA 

● Analyse the quality, reliability and 

usefulness of each source.  

● Rank their sources 



Research Example 



Analysing the Data 

Google Form Paragraphs 



Student Voice 

“I believe the secondary sources are more truthful and reliable for information because of where it is 

from. You still have to make sure the information you receive is relablie for both AI and secondary 

sources.”

“Primary because its more reliable but AI is more relevant showing me exactly what I've asked for and if 

I'm not sure i can ask ai to show me what and where they got this information from.”

“ai is the best because it lays out everything in a way that makes it better and easyer to understand”

“The most accurate information is what I do for myself because I can thoroughly check and make sure 

that things are accurate. AI is not good for me because it makes me rely more and more on it and the 

information isn't always correct. The better research is doing it yourself because you just need to put in 

a little bit more effort and you get to learn about alot of research skills that will help you in other 

topics.”





Outcome 

Traditional = more trusted

AI = easier, more accessible

Students see pros/cons in both

Teach critical evaluation of AI

Hybrid approach is best



The Polynesian people 

Remote Pacific 

Oral traditions and knowledge 

Modern Navigational Technology 



The case for using your brain - even if AI can think for you

● The extended mind theory

● Cognitive offloading 

● Cognitive decline 

The case for using your brain — even if AI can think for you, Celia Ford

https://www.vox.com/future-perfect/403100/ai-brain-effects-technology-phones


Teaching students 
to use technology 
well, but not 
engage with the 
principles of 
thought.

Teaching students 
to think well, but 
not exposing them 
to technology or 
teaching them how 
to use it effectively.

“Allowing digital prosthetics to think for us may compromise our ability to think 

on our own.”

“Raw-dogging cognition while competing in today’s economy is like bodybuilding 

without steroids: a noble pursuit, but not a way to win.”



AI Conference not an AI Conference  

When it comes to assessment we must teach 
our students the value of their own writing. 



Discussion 

1. What is your school policy 
around ākonga AI use?

○ Do you feel this helps or 
hinders your ākonga?

2. How do you use AI in your 
teaching, admin, or personal 
life?



Questions? 

msanniedavis/ 

Davisa@Selwyn.school.nz


