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Today’s resources:
• Preliminary survey https://bit.ly/SD_NZAI2025_Survey 
• Online dashboards https://sounddata.co.nz/dashboard/

https://bit.ly/SD_NZAI2025_Survey
https://sounddata.co.nz/dashboard/


How can you ‘prove’ the impact of initiatives on learning?

Quasi-experimental methodExperimental method

• You must compare assessment data of those who experienced the 
initiative with those who didn’t

• The initiative group must make significantly more progress than the 
comparison group and this effect must be large enough to be worth 
attending to.

• Compare naturally occurring groups
• Compare the performance of latest 

cohort with historical performance

• Assumptions
• latest cohort is typical
• The historical record is large enough to 

describe the population

• Compare the performance of two 
equivalent groups
• control and experiment group

• Often very difficult to arrange and 
can be unethical



Data – basics
Summary statistics
Continuous/scale data

parametric and non-parametric
Categorical

Ordinal and nominal data 



Summary statistics

Measures of centre (averages)
• mode 

• most frequently occurring 
value

• Medium 
• the middle of ranked data

• mean
• 𝜇 = ҧ𝑥 =

𝑥1+𝑥2+𝑥3+⋯

𝑛
 

Measures of spread (distribution)
• range

• 𝑅 =  𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛

• interquartile range
• 𝐼𝑄𝑅 =  𝑥𝑄3 − 𝑥𝑄1

• standard deviation

• 𝜎 =
𝑥1− ҧ𝑥 2+ 𝑥2− ҧ𝑥 2+⋯

𝑛



Continuous/scale data - parametric
• normally 

distributed
• e.g. e-asTTle, 

PAT and STAR 
scale scores, 
IQ

• What are the 
median and 
mode?

• e-asTTle
• National mean scale score: 1500
• Standard deviation: 100



Continuous/scale data – non-parametric
• not normally distributed
• E.g. NCEA credits



Categorical Ordinal data
• Categories that have order
• e.g. curriculum levels, achievement standards …

Mode CL 4A



Categorical nominal data
• Categories that have no order

• Count/frequency or percentage
• Summary: mode
• e.g. Gender, ethnicity, cohort



Statistical tests for significance
p: the probability that your observations are a random occurrence

Test result probability
similar to / no significant difference p > 0.10
notable difference 0.10 ≥ p > 0.05
significant difference 0.05 ≥ p > 0.01
highly significant difference 0.01 ≥ p

The p-value acts as a filter for changes that are similar in size to the 
normal vaiations that occur from year to year



Effect size / Strength of association

(only use if significant relationship)

R G D

None/minimal 0.00 – 0.09 0.00 – 0.24 0.00 – 0.09

Weak/small 0.10 – 0.29 0.25 – 0.49 0.10 – 0.19

Moderate 0.30 – 0.49 0.50 – 0.74 0.20 – 0.30

Strong/large 0.50 – 1.0 0.75 – 1.00 0.30 – 0.49

Very strong/large 0.50 – 1.00

But these trigger points are context dependent and should be varied depending 
on data properties and theoretical assumptions (Cohen 1969; Kraft 2020).



Associated measure for strength of association or effect size

• Large populations can show significant relationships for very small shifts.  
Use related tests to show the strength of the association or effect size
• The relative size of the skew on the graph 

• Which test you use depends on the nature of the variables E.g.,

• Nominal by nominal (e.g Crammer’s V) or 

• ordinal by nominal (e.g. Rosenthal′s R, Goodman and Kruskal's 
Gamma)

• Scale by nominal (e.g. Rosenthal′s R, Cohen’s D)



Statistical tests
Variables Tests for significance (and effect size)

Independent Dependent = 1 Independent samples Related samples

0 variables
- Theoretical

Categorical, Cat = 2
Pass rates

Cat2: One sample binomial test; Ord3+: One sample median test (Rosenthal’s R)
- e.g., Year Level Achieved, School vs National %
- e.g., Curriculum Level, School vs National %

1 variable
2 levels
- Cohort
- non/Māori
- Gender

3+ levels
- Prioritised 
Ethnicity
- Year
- Room

Ordinal, Ord = 2
UE, Below/At+

Chi-Square Linear-by-Linear Association test (Gamma)
e.g., UE; this year vs previous years.

McNemar’s test (Phi, AR)
- e.g., Below/At+; T1 vs T4

Ordinal, Ord ≥ 3
Year Level Qual.
Achievement Stds
Curriculum Levels
Non-Parametric 
Scale
Credits

1IV2L: Wilcoxon-Mann-Whitney U rank test (R)
- e.g., YLQ; male vs female. 
1IV3+L: Kruskal-Wallis Anova by ranks (Eta)
- e.g., AS; Prioritised Ethnicity.
1IV3+L: Anom of transformed ranks.
- e.g., progress on CL; School vs all rooms.

1IV2L: Wilcoxon signed 
ranks test (Cohen’s D)
- e.g., Curriculum Levels; T1 
vs T4

Parametric scale
PAT scale scores
e-asTTle  s. scores
PaCT s. scores

1IV2L: Independent samples t-test (R)
- e.g., Scale score, Māori vs non-Māori.
1IV3+L: Analysis of Variance by means (Eta).
- e.g., progress on s.sc; School vs Room1.
1IV3+L: Analysis of means, Anom.
- e.g., progress on s.sc; School vs all rooms.

1IV2L: Paired samples t-test 
(D)
- e.g., Scale score; T1 vs T4

https://stats.oarc.ucla.edu/other/mult-pkg/whatstat/



The independent samples t-test - 1 independent variable with 2 levels: ty v py
- 1 parametric scale dependent variables: scale scores, TX or progress 



number of students 
(previous years or this year )

Mean progress on Scale Score 
and median progress on 

curriculum sub-levels
(previous years or this year )

the p-value

The effect size

Computer generated statistical conclusion 
(all you need if you don’t like maths!)

Year Level and demographic
(All, Y7, Y8, M, F, Māori, Pacifica, Asian, MELAA, 

Pakeha)





Analysis of means, Anom - 1 independent variable with 3+ levels: Many rooms
- 1 parametric scale dependent variable: Progress on scale score



One sample median test - 0 independent variable: theoretical comparison
- 1 ordinal dependent variable: change in Curriculum Sub-Levels



Linear regression

• Single or multivariate Linear Regressions
• Independent variables: 1+ continuous independent variables e.g., scale scores; binary 

variables e.g., cohort, gender, non/Māori, etc
• Dependent variable: 1 continuous variable e.g., IB Points

• Explains that increases in or presence of independents causes increase in 
continuous dependent

• Various conditions including normal residuals, homoscedasticity (variance 
of residuals should be equal), multicollinearity (low correlation between 
independents). 

• Scale Score vs Scale Score or Scale Score vs credits would satisfy these 
conditions but Scale Score vs Ordinal NCEA Qualificions would not





Logistic ordinal regression
• Logistic ordinal regressions investigate the relationship between ordered responses and 

a set of explanatory variables.
• Ordinal outcome variables: NCEA Level 3 and University Entrance Qualifications
• A range of predictor variable types: parametric (PAT and e-asTTle scale scores), ordinal (effort scores) 

and binary (cohort, gender, ethnic heritages, …)

• Increase in or presence of independents cause increase in the probability of higher 
outcomes

෠𝑌𝑖 =
𝑒𝑢

1−𝑒𝑢   where ෠𝑌𝑖 is the estimated probability that the ith case (i = 1, … n) is in one of the ordinal 
categories
where 𝑢 = A + 𝐵1𝑋1 + 𝐵2𝑋2 +  … + 𝐵𝑘𝑋𝑘  with constant A, coefficients 𝐵𝑗 , and predictors 𝑋𝑗 , for k 

predictors (j = 1, 2, 3, … k).

The linear regression equation is the natural logarithm of the odds ratio to the predictors

 𝑙𝑛
෠𝑌𝑖

1− ෠𝑌𝑖
= A + σ 𝐵𝑗𝑋𝑖𝑗

where the goal is to find the best linear combination of predictors to maximise the likelihood of obtaining 
the observed outcome frequencies of the ordinal variable.

(Tabachnick & Fidell, 2014)



Assumptions and conditions

• Optimisation technique: Fisher’s Scoring (stepwise)
• Model Convergence Status (relative gradient convergence criterion): 

the maximum likelihood algorithm has converged
• Score Test for the Proportional Odds Assumption
• Model Fit Statistics (Akaike Information Criterion) i.e., the stepwise 

addition signifiantly improves the model
• Likelihood ratio: i.e., at least one coefficient is not equal to 0.
• Adjusted / Pseudo R-sq (Nagelkerke)
• Gamma (predicted vs observed)







Logistic ordinal regression equations

Prob(E v M, A, N) = ෠𝑌𝑖 =
𝑒𝑢

1−𝑒𝑢 

=
𝑒(−7.1110 +(0.0786 ×𝑌08_𝑃𝐴𝑇_𝑀𝑎𝑡_𝑆𝑆_𝑇1 ))

1−𝑒(−7.1110 +(0.0786 ×𝑌08_𝑃𝐴𝑇_𝑀𝑎𝑡_𝑆𝑆_𝑇1 )) 

Prob(E , M v A, N) = ෠𝑌𝑖 =
𝑒𝑢

1−𝑒𝑢 

=
𝑒(−4.8481+(0.0786 ×𝑌08_𝑃𝐴𝑇_𝑀𝑎𝑡_𝑆𝑆_𝑇1 ))

1−𝑒(−4.8481+(0.0786 ×𝑌08_𝑃𝐴𝑇_𝑀𝑎𝑡_𝑆𝑆_𝑇1 )) 



Dashboards are useful and easy to use!
Feedback data collected from 23 middle leaders

How confident are you in your ability to use and interpret 
the DASHBOARD:

Confident or very 
confident

Independently? 61%

With coaching? 100%

How useful is the data in the DASHBOARD for: Useful or very useful

understanding student achievement and progress? 91%

evaluating teaching/learning initiatives? 78%

informing future actions? 83%





Data presentations are useful and have an impact!
How useful were the poster and presentations for: Useful or very useful
Clarifying your departmental challenges, goals and 
plans? 78%

Sharing your departmental challenges, goals and plans? 83%
Understanding the challenges, goals and plans of the 
other departments? 83%

Survey question Impact or large impact

Do you think your POSTER PRESENTATION had an 
impact on your teaching colleagues? 61%



Leaders are confident and value data-informed 
teaching initiatives

Survey Question x or very x

How confident are you that your evidence-based 
initiative will lead to improvement? 78%

Were the outcomes of this process worth the effort you 
had to put in? 78%

How likely are you to recommend this process to 
colleagues at other schools? 78%

How keen are you to engage in this process again next 
year? 78%



(Lai & Schildkamp 2013, Mandinach & Gummer, 2015, Schildkamp et al 2018)



The desirable uses of data in schools

• instrumental use – to directly 
influence actions and 
practice; 

• conceptual use – to influence 
mental models and activity 
over time; 

• persuasive or symbolic use – 
for a predetermined agenda

• reinforcement – to 
consciously highlight 
individual and school 
strengths. 

(Aderet-German & Ben-Peretz, 
2020)



The undesirable uses of data in schools
• non-use – ignoring or cursory data use i.e., ticking the box;
• interpreting data incorrectly – e.g., insufficient data literacy leading to inappropriate 

decisions or actions;
• narrowing the curriculum or teaching to the test;
• falsifying data – e.g., giving inappropriate assistance before or during assessments;
• educational triage and reshaping the data pool – focusing only on those on the threshold of 

passing and transferring less able students to non-examined classes;
• bullying or shaming teachers, leaders and schools

(Booher-Jennings, 2005; Buly & Valencia, 2002; Ehren & Swanborn, 2012; Schildkamp & Ehren, 2013; Ford, 2018; Hardy 
& Lewis, 2017; Susan, 2016; Datnow & Park, 2018; Volante et al., 2020; Lockton et al., 2020; Bertrand & Marsh, 2021)

Data is misused when:
• Data use misrepresents reality to stakeholders;
• Data use has negative consequences for students; 
• Data use removes the opportunity for the improvement of teaching.
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